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ABSTRACT

When computational fluid mechanics was in its infancy,

experiments and theoretical analysis were often the pri-

mary approaches used to study flow physics. Numeri-

cal simulations were performed after an experiment was

complete, and the measured, theoretical, and numerical

results were compared to assess the accuracy of the nu-

merical results. As numerical simulation techniques have

matured, computational, analytic, and experimental efforts

have become equal parmers in fluid mechanics research.

Today numerical simulations are being used to guide the

design of experimental hardware, to determine those ar-

eas of the flow field in which to concentrate the measure-

ment effort, and to complement measurements in studying

flow physics. The changing roles of experimental, ana-

lytical, and computational research will be traced by re-

viewing several investigations in which these approaches

were used in varying degrees. A case will be made for

maintaining a high degree of interaction between these ap-

proaches throughout the course of an investigation. The

development of prototype computing systems designed to

enhance the integration of numerical simulations and flow

physics experiments will also be described.

INTRODUCTION

The importance of using experimental measurements,

mathematical analysis, and numerical methods to investi-

gate fluid mechanics problems has long been recognized.

Most of us are introduced to this concept during our for-

mal education. Graduate programs of study in fluid and

thermal sciences include strong emphasis on pure and ap-

plied mathematics and, in more recent times, on numerical

methods as well. Graduate students who perform an ex-

periment for their dissertation research are often encour-

aged by their professors to either perform some analysis

of the problem on their own or to compare their mea-

sured results with theoretical, analytic, or computational

results generated by other researchers. Conversely, stu-

dents who pursue an analytic approach to a problem are

often encouraged to compare their results to experimen-

tal measurements in order to assess the accuracy of their
results.

In our professional careers we tend to specialize in one

approach or the other. This is in large part necessitated by

the complexity of our experimental, theoretical, and nu-

merical methods - it is a rare individual who is expert in all

three. The field of fluid and thermal sciences has therefore

been divided by natural forces into two "camps", exper-

imental and theoretical/analytic/computational. In addi-

tion, the very organization of our research laboratories, in

which there are quite often separate "test" and "numerical

analysis" groups, continues to foster this situation. Be-

cause of these facts, the integration of experimental and

computational approaches in a particular investigation is

not something which naturally "happens" - it must be pro-

actively sought by one camp or the other.

In the past, experimental and analytic approaches to

problems were often done separately. The interaction be-

tween the two approaches consisted of comparing results

when both efforts were complete, and learning from the re-

sults. This "open loop" way of doing business has changed

markedly over the past forty years. I believe that this

change has been driven by the significant advances which

have occurred in both analysis and measurement capa-

bility. During this time, instrumentation has progressed

from pitot probes and thermocouples to high-response in-

struments (such as hot-wires and semiconductor pressure

transducers) and to non-intrusive optical techniques (such

as laser anemometry and laser-based spectroscopy). Anal-

ysis approaches have moved from the realm of approxima-

tion methods to the realm of computational fluid mechan-

ics, which in itself has moved from the solution of invis-

cid equations to the solution of the full three- dimensional

Navier-Stokes equations. These advances now necessitate

a new way of doing business, in which computations and

experiments are conducted concurrently during an inves-

tigation. For example, the experimentalist needs to know

"Where should I concentrate my measurements? Is there

likely to be separated flow in the corner of the model?"

The analyst can answer "Yes, 1 predict separation will oc-

cur, but I don't trust my transition model. Can you tell

me where the flow separates? My predicted separation

point varies as I change the parameters in my transition

model and I'd like to know which settings yield the best

agreement with your measurements".

The roles of analysis and experiments in fluid mechan-

ics research will be examined by reviewing several differ-
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entinvestigationsinwhicheachapproachhasbeenused
invaryingdegrees.Thistopichasbeendiscussedbysev-
eralpreviousauthors.Dunham[1]andLakshminarayana
[2]haverecentlyexaminedtheroleof computationsin
fluidmechanicsresearchdirectedatturbomachinery.At
the2ndWorldConferenceonExperimentalHeatTrans-
fer,FluidMechanicsandThermodynamics,Bergles[31
discussedtheroleofexperimentsin fluidmechanicsre-
search.Inareviewwhichaddressedbothanalysisandex-
periments,Horiock[4]haspointedoutthattherearereally
sixpossibleinteractionsbetweentheoretical(T),computa-
tional(C)andexperimental(E)research,whichhelabelled
astheT/C,C/T,T/E,E/T,C/E,andE/Cinteractions.

Inplaceof Horlock's"theoretical"category,I would
liketointroducetheconceptofflowphysicsmodelling.
Flowphysicsmodelsaresimplifiedmathematicalrepre-
sentationsofrealflowphysics.Thesemodelsaretightly
coupledtobothexperimentalandcomputationalresearch.
Theformulationofsuchmodelsisoftenbaseduponob-
servationsdrawnfromexperimentalmeasurements.The
modelsservetosimplifythecomputationalapproachto
aparticularproblembecausetheflowphysicswhichthey
accountfordoesnothavetobesolvedcomputationally.
A classicexampleofflowphysicsmodellingisthetur-
bulencemodellingapproachusedin thesolutionof the
Reynolds-averagedNavier-Stokesequations,whereintur-
bulentmixingismodelledasasimplediffusionprocess.

I believethatamodern approach to research in the fluid

and thermal sciences should be structured as shown in Fig-

ure 1. The key feature of such an approach is the close

interaction between experimental, analytic, and modelling

disciplines. The benefits which can be realized from such

an approach will be demonstrated by reviewing several re-

search efforts in which the degree of coupling between the

three disciplines varied. In reviewing these examples, a

case will be made for the fact that modem fluid mechanics

research can reap substantial benefits from a strong inter-

action between analysis, computations, and experiments.

The design of two prototype computer systems which fos-

ter a close interaction between the three disciplines will

also be described.

BOUNDARY LAYER STABILITY -- A STUDY OF

INDEPENDENT INVESTIGATIONS

The first example which I would like to examine con-

sists of several investigations dealing with the stability of

laminar boundary layers to small disturbances. These in-

vestigations were carried out over a period of 40 years by

different research groups. Taken as a whole, they repre-

sent what I call an "open loop" type of interaction between

computations, modelling, and experiments in that much of

the work progressed in serial fashion rather than concur-

rently. Before describing the separate investigations, a

little background information is in order.

It is generally accepted that transition from laminar to

turbulent flow within a boundary layer occurs in several

stages. If the free stream disturbance levels are suffi-

ciently small, they will excite the normal modes of the

laminar boundary layer, which are often referred to as

Tollmien-Schlichting (TS) waves. These waves are small-

amplitude, two-dimensional disturbances whose behavior

is described by the Orr- Sommerfeld equations [51. If

the TS waves decay, then the boundary layer will remain

laminar and the flow will be "stable". If the TS waves

grow sufficiently strong (an "unstable" situation), they can

trigger non-linear disturbances which in turn can lead to

the formation of turbulent spots and eventually to a com-

pletely turbulent flow. Understanding the stability of the

boundary layer as evidenced by the behavior of TS waves

is therefore an important component of understanding the

larger phenomena of boundary layer transition.

The Orr-Sommerfeld equations are derived from the full

Navier-Stokes equations by making several simplifying

assumptions (see Schlichting [5]). One of these assump-

tions is that a flat plate boundary layer can be modelled

as a parallel flow, i.e. that the streamwise velocity, U, is

only a function of the distance normal to the plate, y, and

is independent of the streamwise distance, x. This is ob-

viously a good model when the length Reynolds number

is large and the boundary layer is relatively thin, which
is often the case.

Analytic solutions of the Orr-Sommerfeld equations

were first achieved by Tolimien [6] and Schlichting [71

in the early 1930's. In 1940, a key experiment was per-

formed in a flat plate boundary layer in air by Schubauer

and Skramstad [8]. This team had designed and built a

wind tunnel with very low turbulence intensity (0.02%)

in order to study boundary layer transition. The low

free-stream disturbance environment in this tunnel enabled

them to detect TS waves which were triggered by free-

stream disturbances. This discovery was accomplished

using hot wire anemometers to measure the unsteady ve-

locity within the boundary layer. In order to more easily

study the TS waves, Schubauer and Skramstad then added
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Figure 2 Comparison of analytically predicted boundary

layer neutral stability characteristics [6,7] to

measured neutral stability characteristics [8].

a thin vibrating ribbon placed near the plate surface to in-

troduce small- amplitude two-dimensional harmonic dis-

turbances into the boundary layer at known frequencies.

They then mapped the growth and decay of these distur-

bances as they moved downstream and thus experimen-

tally established the stability characteristics of the laminar

boundary layer. Figure 2 is a comparison of their exper-

imental results with the calculations of Schlichting and

Tollmien. This figure is called a neutral stability diagram.

The ordinate is the non-dimensional frequency of the dis-

turbance and the abscissa is the displacement thickness

Reynolds number. The solid lines in Figure 2 are the an-

alytical solutions, while the broken lines are curves fared

through the neutral points measured by Schubauer and

Skramstad. The data points and analytical results define

the neutral points of the boundary layer, which are the loci

of disturbances that neither grow nor decay. The boundary

layer is stable to disturbances which fall outside the neu-

tral curve (in other words these disturbances will decay).

The boundary layer is unstable to disturbances which fall

inside the neutral curve - these disturbances will grow and

are therefore potentially dangerous in that they can lead
to transition.

The agreement between experiment and theory shown

in Figure 2 was taken to be quite good by Schubauer

and Skramstad. The agreement between theory and ex-

periment at frequencies below 180 is clear. Although

the analytic solutions do not agree with one another at
low Reynolds numbers, they do bracket tlae expenmenta_

data. In addition, Schubauer and Skramstad noted that the

low Reynolds numbers, they do bracket the experimental

data. In addition, Schubauer and Skramstad noted that the

unstable disturbances which they found at low Reynolds

numbers and high frequencies were extremely weak and

difficult to measure, which lead to larger experimental un-

certainty in the (Re, F) coordinates of the neutral points in

this region in Figure 2. Based on the agreement between

measured and predicted results for several other charac-

teristics of the disturbances, Schlichting himself declared

in his textbook that "The experimental results show such

complete agreement with the theory of stability of lami-

nar flows that the latter may now be regarded as a verified

component of fluid mechanics" [5].

During the 1950's and 1960's the solution of the Orr-

Sommerfeld equations was further pursued using ana-

lytic approaches and, with the aid of computers, finite-

difference techniques as well. These solutions were dis-

cussed by Jordinson [9], who also solved the equations

numerically on a computer. The maximum unstable fre-

quencies and the lowest Reynolds number for which the

boundary layer is unstable, (termed the minimum critical

Reynolds number, Remc) are summarized in Table 1 for a

number of these investigations. Since the numerical solu-

tions obtained by several additional investigators all gave

exactly the same results, there was a general feeling that

the numerical solutions were more accurate than the ear-

lier analytic solutions of the Orr-Sommerfeld equation.

Table 1 Comparison of measured and predicted

properties of the neutral stability curve at

low Reynolds number.

Source Approach Re._ F,,nx xlO-6

Tollmein, 1931 Analytic 420 < 300

Schlichting 1933 Analytic 575 178

Lin, 1945 Analytic 425 345

Shen, 1954 Analytic 425 345

Wazzan, 1968 Numerical 520 245

Jordinson, 1970 Numerical 520 245

Schubauer 1940 Exp 400 400

Jordinson was one of a team of researchers at the Uni-

versity of Edinburgh who were performing an integrated

experimental and computational investigation into why the

computed and measured stability characteristics were dif-

ferent at low Reynolds numbers. In another phase of the

computational effort, Barry and Ross [10] added terms

to the Orr-Sommerfeld equation which accounted for the

growth of boundary layer thickness with streamwise dis-

tance and used a modified version of Jordinson's program

to numerically solve the equations. In so doing, they

hoped to determine if the parallel flow assumption was

invalid at low Reynolds numbers and thus the cause of the



420

300

Fx 10 -6.

180'

6O

400 800 1200

Re

Figure 3 Comparison of measured boundary layer

neutral stability points to the neutral stability

curves determined using parallel and

non-parallel flow calculations I l 3J.

observed discrepancy. In the experimental effort, Ross et

al. [11] repeated Schubauer and Skramstad's experiment.

The numerical results displayed only a slight difference

when the non-parallel effects were included -- Rernc was

reduced from 520 to 500 and Fmax increased from 245 to

260x10 ---6. On the other hand, the experimental results

were in complete agreement with those of Schubauer and

Skramstad. At this point, the cause of the experimental

and numerical discrepancies was still unresolved.

In the early 1970's, several additional, independent ex-

perimental and numerical efforts followed. Each new ex-

perimental investigation verified the fact thal the minimum

critical Reynolds number for a flat plate laminar bound-

ary layer is Re,nc= 400. This body of evidence spurred

continuing efforts to understand this phenomena from a

theoretical point of view. Significant progress was finally

achieved by Saric and Nayfeh [12,13] who included all

of the non-parallel flow terms in the governing equations

and then solved the equations using the method of multiple

scales. Their analytic results with the non-parallel terms

included and neglected are compared to the experimen-

tal results from five independent investigations in Figure

3. When all non-parallel effects are included, the calcu-

lated minimum critical Reynolds number is 400. From

this comparison it is evident that the parallel-flow model,

adopted almost forty years earlier in order to make the an-
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Figure 4 Comparison of measured and calculated growth

of a disturbance of frequency F=86xlO -6 as a

function of streamwise distance [ 13].

alytic solution of the governing equations tractable, was

too restrictive at low Reynolds numbers. In retrospect,

the earlier attempt to include non-parallel effects made by

Barry and Ross had failed because they had included only

some of the non-parallel effects.

The results shown in Figure 3 might lead one lo con-

clude that non-parallel effects are only significant at low

Reynolds number and high frequency, since the parallel

and non-parallel neutral curves are quite similar for dis-

turbance frequencies less than F=12Oxl(Y -6. Further ev-

idence that the non-parallel effects are important even at

higher Reynolds numbers can be seen in Figure 4, which

compares the predicted and measured log of the distur-

bance amplitude for a frequency of F=86 xlO --_ as a

function of streamwise distance (expressed as the displace-

ment thickness Reynolds number). Note that the results
in Figure 4 represent a cross-sectional cut through Figure

3 along a horizontal line at F=80 xlO --6.

This example is representative of the way in which

much or our fluid mechanics research is conducted, it rep-

resents a sound investigative approach in which analytic

and experimental investigations were conducted by inde-

pendent groups. Researchers learned from one another

over time and achieved progress toward the ultimate goal

of gaining insight into a particular aspect of fluid physics.

The experimental measurements, which were conducted

in the actual non-parallel flow, ultimately showed that the

attempt to "model" the boundary layer as a parallel flow

was too restrictive. This fact was not immediately obvious

for two reasons. First, the measurements departed from

parallel-flow predictions in a region in which the mea-

surements were difficult to acquire. There was therefore a

lack of confidence in the early measurements which only

disappeared when the measurements were verified during

follow-on independent investigations. Second, the early

parallel-flow computational results were misleading be-

cause they agreed closely with one another, which was

taken as a confirmation of the parallel-flow theory, when



in realitytheseresultswerethecorrect solution to the

wrong problem (the parallel flow problem). There are

two lessons to be learned here: experimentalists must es-

tablish confidence in their measurements and numerical

analysts must assess the validity of their assumptions and

flow physics models.

A final point to be made before moving on is that the

integrated experimental/numerical research effort of the

Edinburgh team did not lead to an explanation of the dis-

agreement between the numerical and experimental re-

suits. Therefore, although a tightly integrated attack on

a problem can speed the transfer of information between

experimenters, modelers, and numerical analysts, an inte-

grated approach will not in itself guarantee success.

TRANSONIC COMPRESSOR BLADE WAKES -- A

STUDY OF CLOSELY-KNIT INVESTIGATIONS

The next case to be studied also consists of several

separate investigations. In contrast to the previous case,

these investigations were carried out over a brief span of

time by only two research groups which were in fairly
close contact with one another. One of the main features

of this case study is the balanced role played by experi-

ments, modeling, and computations - the effort taken as a

whole will be shown to be a strong example of the princi-

ple embodied in Figure 1. In this example, experimental

measurements uncovered flow physics which were not ex-

pected to be present. A simple flow physics model was

then developed to explain the observed results. Compu-

tational analysis, which was not performed until the end

of the effort, further verified both the experimental and

modelling results.

The two research groups involved in this effort were the

MIT Gas Turbine Laboratory and the NASA Lewis Re-

search Center. During the early 1980's these two groups

were involved in applying advanced measurement tech-

niques to transonic axial-flow compressor rotors. M1T

was using high-frequency-response pressure probes and a

dual hot-wire aspirating probe to measure time-resolved

pressure and temperature distributions downstream of a

number of different transonic rotors. NASA-Lewis was

using laser anemometry to study flow phenomena within

and downstream of a NASA-designed transonic fan ro-

tor. MIT had previously investigated the NASA fan in a

blowdown compressor facility at MIT and later made ad-

ditional time-resolved pressure and temperature measure-

ments downstream of the fan in the steady-flow compres-

sor facility at NASA-Lewis while the laser anemometer

measurements were being acquired.

in a fixed frame of reference, the flow in a rotating

blade row is always unsteady, with a periodicity set by

the rotor rotational speed and the number of blades on the

rotor wheel. In an isolated rotor case, in which there are

no stationary blade rows located upstream or downstream
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Figure 5 Instantaneous total pressure ratio measured at

three spanwise locations downstream of a

transonic axial-flow fan rotor [14].

of the rotor, the flow field within and around the rotor is

expected to be steady in the rotor-relative reference frame

(the frame of reference seen by an observer moving with

the rotor). However, both MIT and NASA-Lewis discov-

ered several unsteady flow phenomena in the NASA fan

rotor when it was operated in an isolated-rotor configu-

ration. The ensuing investigation into the cause of these

unsteady flows forms our second case study.

Ng and Epstein [14] pursued the analysis of the instan-

taneous pressure and temperature measurements acquired

with the MIT high-response probes downstream of the

fan in the NASA facility. The total pressure ratio mea-

sured at three spanwise locations is shown in Figure 5.

The rotor had 22 blades, and Figure 5 therefore shows

about one-half of a rotor revolution. There are several

features of the unsteady pressure measurements which are

noteworthy. We see that the rotor blade wakes are not

always evident, especially near the tip and at mid-span.

Near the tip the wakes sometimes appear as an excess in

pressure rather than as a pressure deficit. Finally, there

are fluctuations in the total pressure ratio in the "core"

flow between the blade wakes, a region in which the flow

should be rather uniform. When such time traces were

averaged over many rotor revolutions, the rotor wakes be-

came regular in shape and the core flow region displaye"

a relatively smooth pressure profile. This result indica.



thatthefeaturesseenintheinstantaneoustimetraceswere
notsteadyin therotorrelativeframeof referenceand
alsothattheywerenotduetogeometricvariationsinthe
rotorblades.Inaddition,MITfoundalower-frequency
modulationofthewakedepth,withaperiodontheorder
ofonerotorrevolution.Thismodulationismostevident
inFigure5inthemeasurementsacquiredneartheroto_
hub.

Theunsteadycore-flowpressurefluctuationsoccupied
afairlynarrowfrequencyrangeof 15-20Khz.Ngand
Epsteinreasonedthatthesepressurefluctuationsmight
becausedbyshockunsteadiness.Theyshowedthat
ashockmotionof only0.3mmwouldberequiredin
ordertogeneratetheobserved pressure fluctuations. In

addition, the 15-20 Khz frequency range was close to the

frequency at which vortices would be shed from the blade

trailing edge if the wake momentum thickness was taken

as the characteristic length in the Strouhal correlation

for vortex shedding from bluff bodies. Ng and Epstein

therefore further proposed that vortex shedding from the

blade trailing edge might be the driver for the shock

unsteadiness. Although these proposals addressed the

behavior of the core flow fluctuations, there was still

no explanation for the large variation in the blade wake

signatures shown in Figure 5.

In a concurrent investigation, my colleagues and 1

were acquiring laser anemometer measurements within

and downstream of the fan rotor. By analyzing the distri-

bution of velocities measured in the vicinity of the rotor

shock, we were able to prove that the rotor shock was in-

deed unsteady, and that the shock moved over a distance

of about 3 mm [15], thus verifying the unsteady shock
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Figure 6 "lSme-averaged and instantaneous velocities

measured with laser anemometry downstream

of a transonic axial-flow fan rotor [16].
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Figure 7 Schematic representation of the vortex

street geometry used to model an

axial-flow fan rotor wake [17,18].

behavior proposed by Ng and Epstein. A similar analysis

of velocity measurements acquired in the wake [16] is

shown in Figure 6.

The time-average wake velocity profile is shown in the

left half of Figure 6. Each point in this profile repre-

sents the average of several hundred instantaneous veloc-

ity measurements acquired over many rotor revolutions.

The probability density distributions (p.d.d.'s) of the in-

stantaneous velocities measured at two different points,

labelled A and B in the time-average velocity profile, are

shown in the right half of the figure. The ordinate of each

p.d.d, is the number of measurements which occurred in

a velocity range which is 3 m/see wide. The abscissa of

each p.d.d, is the velocity in m/see. The time-average ve-

locity at points A and B is simply the arithmetic mean of

all of the instantaneous velocity measurements acquired

at each point.

At point A, which is in the core flow region be-

tween wakes, the instantaneous velocities display a single-

moded, Gaussian-like distribution about the mean velocity
value of about 240 m/see. This behavior is characteristic

of a steady, turbulent flow. However at point B, which

is near the center of the wake, the instantaneous velocity

measurements indicate the presence of two distinctly dif-

ferent velocity states. One of these states is centered at

the core flow velocity of about 240 m/see, while the other

state is centered at a velocity near 190 m/see. Looking at

the time-average velocity profile, we see that the instanta-

neous velocities which fall in this lower-velocity state are

well below the lowest time-average velocity in the center

of the wake. These striking results indicated that the wake

was not formed by the confluence of the boundary layers

from the two rotor blade surfaces, but rather was the time

average of two very different velocity states, one of which

was the free- stream velocity and the other of which was

a velocity well below the lowest time-average velocity.

This behavior qualitatively matches that of a mean flow

which is convecting vortices past the laser anemometer

measurement point.



Basedonthisresult,JeffGertz,agraduatestudentat
MIT,formulatedawakemodelconsistingoftwostag-
geredrowsofRankinevorticesofoppositesign[17,18].
ThismodelisshownschematicallyinFigure7.Thevor-
ticesconsistedofaninnerregionofforced-vortexflow
andanouterregionwhichmodeledtheirrotationalflow
fieldofaclassicalKarmanvortexstreet.Variousmodel
parameterswereadjustedtoyieldabest-fittothewake
meanvelocityprofilemeasuredbythelaseranemometer.
Thesheddingfrequencyvaluewhichproducedthebestfit
was16Khz.Thisvaluecorrespondedcloselytotheshock
oscillationfrequencyinferredbyNgandEpsteinfromthe
core-flowpressurefluctuationfrequency,thuslendingcre-
dencetotheirproposalthatvortexsheddingwasdriving
theshockoscillation.

Gertzalsomodelledthehigh-responsepressureprobe
measurementprocessbyrandomlysamplingthemodel
flowfieldwhiletakingintoaccounttherotorrotational
speedandtheconvectionofthevorticesattheaverage
rotorexitflowangle.A comparisonbetweenthemea-
suredinstantaneoustotalpressureratioandonepredicted
bysamplingthevortexstreetmodelisshowninFigure
8. Themodelclearlypredictsthepressuredeficitsand
excesseswhichoccurwhenvorticesin thebladewake
randomlyimpactonthehigh-responsepressureprobeas
thebladewakerotatespasttheprobelocation.

At thispointthetworesearchgroupshadexplained
ormeasuredunsteadycore-flowpressurefluctuations,un-
steadyrotorshockmotion,thepresenceofavortexstreet
inthebladewake,andanapparentcouplingbetweenthe
vortexsheddingandtheshockmotion.All ofthiswork
hadbeenaccomplishedthroughanalysisofmeasurements
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Figure 8 Comparison of measured instantaneous total

pressure ratio in the fan rotor wake to that

predicted from the vortex street model [16].
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Figure 9 Instantaneous velocity field calculated near the

trailing edge of a transonic axial-flow fan

rotor showing separated flow near the

blade suction surface and the presence of

vortices downstream of the blade [18].

and the formulation of the relatively simple vortex street

flow physics model. In a final effort, MIT conducted

a two-dimensional, time-accurate Navier-Stokes calcula-

tion on the mid-span section of the fan rotor airfoil and

found that vortex shedding could be predicted numerically

[18,19]. However, the numerical results indicated that the

mechanism of vortex shedding was not that of the classical

Karman vortex street which results from the instability of

two initially parallel free shear layers (which in this case

would be formed by the separation of the blade surface

boundary layers from the blade trailing edge). Instead, the

results indicated that the suction surface boundary layer

separated far from the blade trailing edge while the pres-

sure surface boundary layer remained attached. The vor-

ticity in the separal_d region on the suction surface rolled

up into discrete vortices which were then shed from the

blade suction surface into the blade wake. A velocity

vector plot showing the separated region near the trail-

ing edge as well as two vortices in the wake is shown

in Figure 9. The calculated results further showed that

the separation point moves along the suction surface at a

frequency which is about one-half of the rotor rotational

frequency. There was also some evidence that the rotor

shock was moving, although this was hard to accurately

discern due to the coarseness of the computational grid in

the vicinity of the shock. The numerical results further

showed that movement of the separation point causes a

modulation in the strength of the shed vortices which in
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turncausesthemodulationinrotorwakedepthwhichwas
notedinthenear-hubmeasurementsshowninFigure5.

Insummarizingthiscase,weseethatexperiment,mod-
elling,andcomputationeachplayedamajorrolein the
finalresults.Thestringofinvestigationsstartedwiththe
observationofunexpectedflowphysicalbehaviorin the
high-responsepressureandtemperaturemeasurements,in
thelaseranemometermeasurementsneartherotorshock,
andin thelaseranemometermeasurementsin therotor
wake.Thelaseranemometermeasurementsinthewake
wereusedasabasisforformulatingaphysicalmodelof
thewakeasthetime-meansignatureofa vortexstreet.
Thevalidityof thismodelwasestablishedbyitsability
topredictthesalientfeaturesofthehigh-responseprobe
measurementsinthebladewake.Finally,acomputational
investigationwasundertakentofurtherestablishthevalid-
ityofthevortexstreetmodel.The computational results

showed that the shedding mechanism was not that of a

classical shear layer instability and further explained the

low-frequency oscillations observed in the experimental

pressure measurements.

Although the MIT and NASA-Lewis research teams

worked independently during the course of these efforts,

there was a high degree of communication between the

two groups. As in the first case studied, this effort also

represents an "open loop" type of interaction between

computations, modelling, and experiments in that much

of the work progressed in serial fashion rather than con-

currently.

CENTRIFUGAL COMPRESSOR FLOW PHYSICS --

AN INTEGRATED INVESTIGATION

The last case to be studied utilized the integrated re-

search approach embodied in Figure 1. Several aspects

of this effort set it apart from the first two cases studied.

First, computational investigations were performed before

any experimental measurements were made in order to

help plan the experiment. Second, the experimental re-

suits were used to refine numerical predictions while the

experiment was in progress. This represents a "real-time

feedback " type of interaction between experiments and

computations. Finally, the experimental and numerical

results were used in a complementary manner to develop

an understanding of the flow physics.

The pre-test computational results were used to guide

the design of experimental hardware to ensure that certain

undesired flow features would not occur. Existing research

hardware was actually modified during this part of the in-

vestigation. These computational results also helped the

experimental researchers to develop an understanding of

the flow field, which in turn helped them to plan the lo-

cations in which to concentrate their measurement effort.

While the experiment was in progress, the computational

grid was refined based on differences which were observed

oetween the pre-test computations and early experimen-

tal results. These differences also guided changes to the

parameters in a flow physics model which was part of

the computation. This "real-time" interaction between the

experiment and the computations significantly improved

the accuracy of the computational results. During post-

test analysis, the experimental results were used to further

verify the accuracy of the computational results. Having

established confidence in the numerical results, they were

used to "fill in" flow field features in areas where experi-

mental measurements were difficult to acquire.

The research effort described below was conducted by a

single group at NASA-Lewis and involved the investiga-

tion of the viscous flow field within a large size, low-speed

centrifugal compressor. Centrifugal compressors employ

long, highly-curved blade channels. The blade channel

curvature and high rotational speed of these compressors

result in the generation of strong secondary flows within

the blade channels. These secondary flows transport fluid

which has low momentum and high total-pressure loss

away from the channel walls and into the main-stream,

which in turn impacts the compressor aerodynamic effi-

ciency. A more detailed understanding of the generation

and transport of secondary flows has therefore been the

focus of many experimental and computational investiga-

tions of centrifugal compressor flow fields. Many of the

earlier experimental investigations were unable to provide

details of the viscous flow regions near the channel walls

due to the small size of these regions in full-scale, high-

speed centrifugal compressors. A unique large-scale, low-

speed centrifugal compressor (LSCC) facility was there-

fore designed and built at NASA-Lewis for use in obtain-

ing detailed laser anemometer flow field measurements

within centrifugal impeller blade channels. The LSCC

impeller was designed to be aerodynamically similar to

full-scale impellers to insure that its secondary flow field

would be an accurate representation of those found in full-

scale impellers 120].

Three different three-dimensional viscous computational

analyses were applied to the LSCC before starting to ac-

quire laser anemometer measurements in order to develop

an understanding of the LSCC flow field. All three of

these analyses indicated the presence of a large separa-

tion in the diffuser located downstream of the impeller. A

meridional (side) view of the velocity vector field calcu-

lated by one of these analyses [20] is shown in Figure 10

on a plane located mid-way between two impeller blades.

The broken line marks a region of backflow which origi-

nates within the impeller, grows along the front wall of the

diffuser, and extends all the way to the exit of the com-

putational domain. The presence of backflow at the exit

of the diffuser represents an undesirable boundary con-

dition for most numerical schemes because the backflow

cannot be specified a priori, but rather evolves during the

computation. In fact, this computational solution did not
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Figure 10 Meridional view of the predicted velocity field

in the NASA low speed centrifugal compressor

with a large impeller tip clearance gap showing

front-wall separation in the diffuser [20].

converge until the diffuser was artificially contracted by

altering the computational grid in order to reduce the flow

area and thus eliminate the backflow. Preliminary total

pressure measurements acquired near the impeller exit did

not detect separated flow but did indicate a region of very

low streamwise momentum near the front shroud wall.

Since the LSCC was designed to provide detailed flow

field measurements of high quality for use in assessing

3D Navier-Stokes analyses, it was considered undesirable

to have a separation in the diffuser which might alter

the impeller flow field and also produce an undesirable

downstream boundary condition for numerical analyses.

The computational results indicated that the separation

shown in Figure 10 was due to a large region of low-

momentum fluid near the impeller shroud. This region

was fed by fluid which leaked through the tip clearance

gap between the moving impeller blades and the stationary

shroud. The tip clearance gap was therefore reduced by

a factor of two by adding balsa wood to the tip of each

impeller blade. Computational analysis of the modified

impeller was initiated as the impeller was re-installed in

the test facility. Details of the predicted flow field near the

inlet of the diffuser for the modified impeller are shown in

Figure 11. A small separated flow region is still predicted

o
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Figure 11 Meridional view of the predicted velocity field

in the low speed centrifugal compressor with

a reduced impeller tip clearance gap showing

back-wall separation in the diffuser [20].

near the front wall of the diffuser. However, the most

striking feature shown in Figure 11 is the presence of a

large separation near the back wall of the diffuser. The

predicted back-wall separation was verified by tufts and

oil-flow visualization in the test facility. This new back-

wall separation had apparently been suppressed in the

earlier case due to the large front-wall blockage, which

forced high-momentum main-stream flow toward the back

wall.

The large back-wall separation was eliminated by mod-

ifying the back wall of the diffuser. One of the three-

dimensional Navier-Stokes solvers used to generate the

results shown in Figures 10 and 1l was used to guide

the design of the new back-wall shape. The predicted ve-

locity vector field for the final design is shown in Figure

12. The predicted results indicated that there would be no

separation on the back-wall of the diffuser and that there

would still be a slight separation very close to the front

wall of the diffuser. A new diffuser back wall having the
shape shown in Figure 12 was therefore fabricated and

installed in the facility. Tuft and oil flow visualization

once again confirmed the accuracy of the numerical pre-

dictions and the acquisition of detailed laser anemometer

measurements within the impeller was therefore initiated.

It is important to note that at this point in the investigation

the viscous flow computations had been successfully used
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Figure 12 Meridional view of the predicted velocity field

in the low speed centrifugal compressor with

a modified diffuser back-wall showing

separation--free flow in the diffuser [20].

to guide two major modifications to the test hardware be-

fore a single detailed velocity measurement was acquired.

Two of the major accomplishments which distinguished

the detailed measurement phase of this investigation from

previous experiments were the ability to measure all three

velocity components within the impeller blade channels

and the ability to make measurements very close to the

blade channel side-walls (i.e. the impeller blade surfaces).

These accomplishments made it possible for us to study

the secondary flow within the blade channels and to also

study the transport into the main-stream flow of low-

momentum fluid which originated near the blade surfaces.

Although the specific definition of secondary flow is

somewhat arbitrary, we conceptually think of it as that

portion of the total velocity vector which does not con-

tribute to the throughfiow velocity. In this investigation

the secondary flow was defined as that component of the

total velocity vector in the reference frame of the rotating

impeller which was not aligned with the streamwise grid

lines used in the computational analysis [21]. Since the

computational grid was body-fitted to the impeller chan-

nel, this definition of secondary flow provides a close fit

to the conceptual definition. It also insures that secondary

velocities are identically zero along the hub, the shroud,

and on the blade surfaces, since all of these surfaces are

computational grid lines.

In order to obtain the clearest comparison between nu-

merical and experimental results, the measured and pre-

dicted secondary flow fields were obtained by applying

the same processing techniques to both the measured and

predicted secondary flow fields were obtained by apply-

ing the same processing techniques to both the measured

and predicted total velocity vectors. The computational

results were interpolated to the same locations at which

measurements were taken before being displayed to fur-

ther enhance the direct comparison between measured and

predicted results. Appropriate checks were applied to this

process to insure that the character of the predicted flow

field was not altered by the interpolation process. In a sim-

ilar manner, the computational grid directions were inter-

polated to the measurement locations for use in determin-

ing the measured secondary flow from the measured total

velocity vector. Although these steps were not required

in order to analyze the results, they greatly enhanced the

ability to transfer information between the computational

and experimental disciplines. The same conclusion has

been drawn by other investigators who have performed

similar research [22].

An example of the benefits which can be derived from

such a process is shown in Figure 13. This figure is a

direct comparison of the calculated and measured sec-

ondary flow on a cross-channel plane (plane J= 135) which

is located at 65% of the streamwise distance between the

impeller inlet and exit. The computed secondary veloc-

ity vectors are shown in the left blade passage while the

measured velocity vectors are shown in the right blade

passage. Measurements were difficult to obtain in the

lower portions of the blade channel and also near the tip

of the impeller blade. The measured results are therefore

only available at spanwise locations which range from 35

to 95% of the blade height. The computed results are

displayed at 5% span increments across the full channel

height, with additional computed results displayed at 98%

and 101% of blade height. The location at 101% blade

height actually lies in the clearance gap between the im-

peller blade tip and the impeller shroud.

One of the first features to be noted in Figure 13 is the

fact that the computed results can be used to extend the

measured results into spanwise locations at which mea-

surements could not be acquired. This "extrapolation" is

only valid if the computed and experimental results dis-

play good agreement in those regions of the flow field in

which they can be direcdy compared to one another. In

the present case there is good agreement between mea-

surements and calculations below mid-span. Based on the

calculated results in the lower half of the blade channel,

we can therefore assume with some confidence that there

are no strong secondary flow effects near the hub at this

streamwise location, even though measurements could not

be acquired in this region.

The computed results were also used to enhance the

experimental results near the tip of the blade. Both com-

puted and measured results in Figure 13 indicate that the

flow near the blade suction and pressure surfaces (denoted

as SS and PS respectively) migrates outward toward the
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Figure 13 Cross-channel view of the secondary flow field in the low speed centrifugal compressor at station J=135.

Numerical predictions in the left passage, laser anemometer measurements in thc right passage [21 I.

blade tip. Since the experimental measurements do not

extend beyond 95% span we cannot say with certainty,

based only on the experimental results, what happens to

this flow near the tip of the blade. However, one would

expect that the flow continues to move toward the tip and

becomes entrained in the tip clearance jet which exists in

the gap between the blade tip and the impeller shroud.

That this is indeed the case was verified by performing

streamline tracking of fluid near the blade surfaces in the

computed flow field. The diamond and asterisk symbols

shown near the shroud in the computed results mark the

location of streamline tracer particles which were released

in the computation along the entire blade span at the

blade leading edge. The diamond-shaped particles were

released on the pressure surface of the blade which is in

the center of Figure 13, while the asterisk-shaped particles

were released on the suction surface of this blade. All of

the fluid in the shaded region bounded by these particles

originated near the blade surfaces. The tracer results

clearly indicate that fluid originally located near the blade

surfaces is swept into the tip clearance flow, which then

migrates toward the pressure side of the blade channel

near the blade tip.

One flow feature which does not display good agree-

ment between the measured and calculated results is the

vortical flow near the pressure surface/shroud corner of

the impeller blade passage. The measurements display a

much sa'onger secondary flow field in this region than do

the calculations. This observation triggered an investiga-

tion into the tip clearance model used in the computation.

The numerical scheme did not include a detailed grid in

the clearance gap, but rather modelled the flow in this re-

gion as a jet issuing through a sharp-edged orifice [23].

The amount of mass-flow through the clearance gap was

controlled by a discharge coefficient which accounted for

the vena-contracta formed as the clearance jet crossed

the sharp edge formed by the blade pressure surface and

blade tip. A discharge coefficient of 0.6 was used in

the result shown in Figure 13. When the disagreement

between the computed and measured strength of the tip

clearance flow was observed, the discharge coefficient

was varied between 0.6 and 1.0 in an attempt to improve

the predicted strength of the tip clearance flow. The

unpublished results of these computations indicated that

the predicted results could indeed be improved by using

larger discharge coefficients.

Observed differences between measured and predicted

flow features were also used to make several adjustments

to the computational grid in order to improve the accuracy

of the numerical results. Grid density was increased near

the blade surfaces in order to more accurately calculate

the large migration of fluid toward the tip of the blade

that was seen in the measured results. The streamwise

grid density was also increased near mid-chord when the

experimental measurements indicated that the clearance

flow was rapidly crossing from the suction to the pressure

side of the passage in this region.

In summary, this investigation exemplifies the changing

roles of the experimental and computational disciplines in

several ways. Computations were conducted prior to the

start of the experiment to provide the experimentalists with

an understanding of the complex flow field which they

were about to investigate. These computations predicted

undesirable features in the flow field generated by the re-
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search hardware and played an important role in guiding

design changes in the hardware. The detailed experimen-

tal investigation and a continuing computational investi-

gation were conducted concurrently and information was

transferred between the two efforts in "near real-time".

Through this information exchange, differences between

predicted and measured features of the tip clearance flow

were used to guide the selection of parameters in the tip

clearance model used in the computational scheme and

to guide the selection of parameters which controlled the

computational grid. Finally, experimental and computa-

tional results were used in a complementary fashion to

provide insight into the flow physics.

INTEGRATED COMPUTATIONS AND EXPERIMENTS

(ICE) -- A LOOK TOWARD THE FUTURE

The time scale over which experimental, modelling,

and numerical analysis disciplines interact is constantly

shrinking. In the boundary layer stability example, the
interaction time scale was measured in decades. The fan

rotor wake investigations spanned a total time period of

just a few years. During the centrifugal compressor re-

search effort, the interaction time shrank even further.

In the facility modification phase of the effort, hardware

changes were made within a few months after the com-

putational results were completed. During the detailed

measurement phase of the effort, laser anemometer mea-

surements were often plotted within a day or two after

they were acquired, and parameters in the computational

analysis were changed almost weekly in response to dif-

ferences observed between the measurements and the nu-

merical predictions. Several highly-qualified researchers

must work full-time in order to maintain such a pace. Al-

though computers certainly aid both the experimentalist

and the numerical analyst, the researchers must still as-

similate a vast amount of information and then rapidly

make decisions in order to keep the investigation mov-

ing forward. Research engineers can be freed from this

time---consuming process by using computers to speed the

comparison of experimental and numerical results and to

make some decisions for us. In this section of the paper

we will look at two recent efforts aimed at meeting this

goal. Before we proceed I would like to discuss two prac-

tical problems which can be alleviated by using computers

to enhance the acquisition and analysis of data.

Simply stated, the first problem is "Where should I con-

centrate my measurements in order to capture the relevant

physical features which exist in this flow field?" While a

coarse measurement grid will certainly provide a global

view of the flow field features, many important flow phe-

nomena may not be captured. A classic example of this
dilemma is the flow in a channel which has thin bound-

ary layers. If the boundary layer thickness is 5% of the

channel width, then measurements made every 10% of

channel width would completely miss the boundar 3, layer.

The question of "Where do I measure?" is currently ad-

dressed by performing a pre-test analysis of the flow field,

and then having a research engineer manually create a

measurement plan based on knowledge gained from the

predictions. Through such a process we first learn how

thick the boundary layer is, then create a measurement

grid which will cluster measurements within the bound-

ary layer if that is the main feature of interest to us.

The second practical problem faced by an experimen-

talist is the fact that the investigation of a particular flow

field feature often cannot be completed during a single

research run. This is due in part to not knowing where

to measure and in part to the fact that detailed measure-

ments require a significant amount of time. The researcher

is therefore faced with having to acquire a consistent set

of measurements across several research runs in the test

facility. When this situation occurs one must make sure

that the operating conditions are duplicated as closely as

possible from run-to-run, which is not always easy to do.

For example, in our transonic compressor research facil-

ity we often spend at least one hour of each research run

insuring that we are at the same operating condition we

had on the previous run. This problem could be allevi-

ated if we could increase our measurement efficiency, thus

acquiring more data during each research run.

The first effort I would like to discuss that attempts

to use computers to help us make decisions was recently

conducted at the NASA-Ames Research Center [24]. This

effort addresses the issue of measurement efficiency and

the question of "Where do I measure?" by using a rule-

based computer program to control the acquisition of five-

hole pressure probe measurements in a wind tunnel. When

given a preliminary set of wind tunnel test data and a

simple numerical model of the flow field being measured,

the control program uses the data acquired so far to decide

where to make the next measurement, then commands the

tunnel data acquisition system to move the probe to that

location and acquire a data point. Through this process the

control program "homes-in" on flow features of interest.

The system has been demonstrated in an application in

which vortex generators were used to create three stream-

wise vortices in a wind tunnel. An initial manually-

controlled survey of the wind tunnel test section on a

coarse (6x12 point) mesh was used to roughly identify
the centers of the three vortices. A numerical model of

the vortex flow field was then fit to the data and supplied

to the control program. A set of "if-then" rules was also

written for the control program to use while guiding a

more detailed flow field survey. These rules enabled the

control program to command large probe position changes

between measurement points in areas of the flow field in

which the velocity gradients were low, and finer position

changes in areas where the velocity measurements indi-

cated that a vortex was present. The measured secondary
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velocity vectors which resulted from this "knowledge en-

hanced" survey are compared to those measured during a

uniformly spaced "conventional" survey in Figure 14. The

"conventional" survey is typical of the approach one would

use if prior knowledge of the flow field was not available.

The number of measurement points in the "conventional"

survey was 375 and the number in the "knowledge en-

hanced" survey was 440. The improvements which result

from the "intelligent" placement of data acquisition points

are obvious -- many of the points in the conventional

survey tell us very little about the vortices.

Such techniques hold great promise for maximizing the

use of test facility time, which is an especially important

consideration for facilities with large operating costs. The

challenge in implementing this strategy on a wider basis

lies in the ability to construct control software capable

of handling more complex flow fields. In addition, it

is not clear that such a system will ever be capable of

"discovering" flow features which are not predicted by a

pre-test computational model. For example, if we study

Figure 13 we see that although the CFD results would

guide us to make measurements near the blade surfaces

where significant migration of fluid toward the tip of the

blade is predicted, these same results would not lead us to

expect the large streamwise vortex which appears in the

measurements near the pressure surface/shroud corner of

the passage.

Another effort aimed at using computers to help us

make decisions is currently underway at the NASA-Lewis

Research Center [25,26[. The project titled Integrated

CFD and Experiments (ICE), utilizes parallel computing

and advanced workstation technology to reduce the time

m
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Figure 15 Schematic of the ICE computer system

architecture [25].

and effort required to transfer information between experi-

mental and computational disciplines. The prototype com-

puting environment being developed by the ICE project

team consists of three subsystems as shown schematically

in Figure 15. One subsystem controls the acquisition, real-

time analysis, and archiving of experimental data. This

subsystem uses parallel computer architecture to speed

data reduction, thus enabling us to display detailed mea-

surements while a research run is in progress instead of

waiting until the next day as is currently required. This ca-

pability will allow more detailed probing of flow features

during a single research run, and will help alleviate the

issues related to acquiring measurements across several

separate research runs. A second ICE subsystem controls

the execution of CFD codes across a distributed comput-

ing environment. This subsystem allows the researcher to

monitor the progress of computational solutions on a va-

riety of computing platforms which are networked to the

ICE system. Through this subsystem the researcher can

change parameters in a numerical solution, display results,

and archive numerical results. The third ICE subsystem

supports analysis of both numerical and experimental re-

suits. This subsystem uses knowledge-based management

techniques to retrieve results which have been stored in

a "data farm" by the other two subsystems. The analy-

sis subsystem also utilizes standardized graphics visual-

ization software which graphically displays experimental

and computational results in identical formats such as that

shown in Figure 13 in order to enhance knowledge trans-

fer between experiments and computations. When fully

operational, ICE will allow us conduct the type of re-

search which was described in the Centrifugal Compres-

sor example above in near real-time. In this scenario the

researcher will be "in the loop" guiding the advance of

both experiments and computations, but his workload will

be significantly reduced through the application of stan-

dardized user interfaces, graphics visualization tools, and

database management tools.
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CONCLUDING REMARKS

One might ask "Can good research be conducted with-

out having an interaction between experiments, flow

physics modelling, and computations?" The answer of

course is "Yes". Many investigations in fluid and ther-

mal sciences have been and will continue to be conducted

within a single discipline. However, there is much to be

gained through the cross-fertilization which occurs within

an interdisciplinary research team. Each member of the

team has something which the others can use. The exper-

imentalist has the data which the modeler needs to con-

struct his models and the numerical analyst needs to assess

the accuracy of his predictions. The numerical analyst can

provide guidance to the experimentalist in designing his

hardware and planning his measurements. The modeler

constructs mathematical models for physical phenomena

which are still too complex to compute, such as turbu-

lence. But perhaps the most important item which each

discipline brings into the team is its unique insight into

fluid and thermal physics. The impact of insight cannot

be understated. In the words of Wygnanski [27], "People

used to have huge wind tunnels. What do you get out of

them? Having a wind tunnel doesn't tell you what to do

with it. Having a computer doesn't tell you what to do

with it. The insight about what to do with a facility is th.e

important thing. And it's still a human insight." I believe

that the greatest possible insight is achieved when we use

a multidisciplinary approach in our investigations.

NOMENCLATURE

A

AD

F

Fm_

H

J

N

PS

Remc

SS

U

V

Vi

V_

x

Y

z

Vortex spacing

Disturbance amplitude

Disturbance frequency

Maximum frequency for which a

boundary layer is unstable

Vortex street width

Streamwise grid indice

Number of measurements

Pressure surface

Minimum critical Reynolds number

Suction surface

Streamwise velocity

Relative velocity

Vortex-induced velocity

Free-stream relative velocity

Streamwise direction

Direction normal to a surface

Cross-channel direction
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